
Week 13-15: Engineering II –
Shannon’s Information Theory

Kyeong Soo (Joseph) Kim

XJTLU



Claude E. Shannon (1916-2001)*: Father of 
Information Theory
• An American mathematician, electrical 

engineer, and cryptographer.

• Founded information theory with a landmark 
paper “A Mathematical Theory of 
Communication” published in 1948.

• Provided a framework where we can study 
how to handle information, i.e.,
• Quantification

• Storage

• Communication

* Based on Wikipedia.

http://math.harvard.edu/~ctm/home/text/others/shannon/entropy/entropy.pdf
https://en.wikipedia.org/wiki/Claude_Shannon


Mathematicians Active in Science & 
Technology



Shannon’s Mouse



Fundamental Questions

• What is the ultimate data compressions?
• Answer: Entropy H.

• What is the ultimate transmission rate of communication?
• Answer: Channel capacity C.



Information and Entropy
• The entropy of 𝐻(𝑋) of a discrete random variable 𝑋 with alphabet 𝑋 and 

probability mass function 𝑝(𝑥) = Pr{𝑋 = 𝑥}, 𝑥 ∈ 𝑋, is defined as

𝐻 𝑋 ≝ 

𝑥∈𝑋

− log 𝑝(𝑥) × 𝑝(𝑥) = 𝐸 − log 𝑝(𝑥)

• The entropy is the measure of uncertainty of
a random variable and interpreted as the
expected value of the information carried by
each alphabet, i.e., − log 𝑝(𝑥) (shown in
the figure).
• Entropy is expressed in bits when the log is

to the base 2, i.e., −log2 𝑝(𝑥).



Huffman Encoding

• Entropy of the source: 1.74 bits/symbol

• Average length of binary coding: 2 bits/symbol

• Average length of Huffman coding: 1.85 bits/symbol
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Channel Capacity

𝐶 = 𝐵 log2 1 +
𝑆

𝑁

• 𝐶: Maximum channel capacity [bits/second]

• 𝐵: Bandwidth of the channel [Hz]

• 𝑆: Signal power [Watts]

• 𝑁: Noise power [Watts]



Capacity of Optical Fiber

• It is known that the maximum capacity of one strand of optical fiber is 
greater than 100 Terabits/second*, i.e.,

𝐶 > 100 × 1012𝑏𝑖𝑡𝑠/𝑠𝑒𝑐𝑜𝑛𝑑

• The size of 2-hour-long HD-quality movie is
around 4 Gigabytes, i.e., 32 × 109bits.
• The download time is as follows:

32 × 109

100 × 1012
= 32 × 10−5𝑠 = 320 𝜇𝑠 = 0.32 𝑚𝑠

* Mitra & Stark, Nature, vol 411, June 28, 2001.


